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FOREWORD

Shri Jawaharlal Nehru, Prime Minister of India, inaugurated in November
1954 in the Indian Statistical Institute studies on planning for national development.
Since then the Institute has been actively engaged in studies on planning in collabo-
ration with the Planning Commission, the Central Statistical Organization and other
government agencies and a considerable amount of work has already been done. A
part of the work was done either directly by foreign experts who visited the Institute
during the last four or five years or in cooperation with them. Indian scholars were
responsible for the remaining part of the work. Some of these papers, particularly
those by the visiting experts, are of considerable interest from the methodological and
theoretical point of view. Some others are of value because they contain interesting
estimates and analyses. A close collaboration of the Planning Commission, the Central
Statistical Organization and the Economic Wing of the Finance Ministry was available
for the preparation of a number of these studies and the findings are something more.
than abstract speculations by isolated research workers. On the other hand there
are papers which are mere exercises by junior staff.

All these studies were incorporated in our mimeographed series. “Studies
Relating to Planning for National Development” as well as in other mimeographed
reports and papers. As there has been continuing demand for the mimeographed
papers it has been decided to bring them out in a printed form to make them
available to all research workers interested in this matter.

This should be of help in promoting studies on planning in the country.
Experience of the last few years has shown that for progress of planning it is
necessary that persons outside government agencies should participate in thinking
on planning in concrete terms. In India it is now generally accepted that planning
is necessary and desirable. We have now the task of putting across to the public
what planning really implies, and this has to be done at a technical and techno-
logical level. Wider dissemination of ideas is, therefore, essential.

The present publication is the third in the printed series. We propose
bringing out in this series selected papers based on both the older and current
studies. We hope this series will add something of value to the growing body of
literature on planning in India.

22 February 1960 - P. C. Mahalanobis




PREFACE

During my stay at the Indian Statistical Institute from the end of 1954 to the
spring of 1955 I wrote a number of memoranda on various technical aspects of
national planning.

The selections and excerpts from these memoranda that are presented here,
have been made by the editors at the Indian Statistical Institute. What to include
and what to leave out is definitely a matter of taste, and the selection here made
is probably as good as it would have been if T had made it myself.

On reading the general parts of this material in galley proofs, T find that
the gist of the planning philosophy, as I developed it at that time, is still valid. Tt
is my firm conviction that a substantial development in this direction is bound to
come, not least in underdeveloped countries.

Since my stay in Calcutta I have devoted most of my time to the further
development and streamlining of the relevant methodology. and a number of memo-
randa describing these efforts have been widely circulated from the Institute of Eco-
nomies at the University of Oslo, and to some extent from the National Planning
Committee, Cairo. A systematic presentation of the methodological results and
practical experience is in preparation.

For the account of my logarithmic potential method of linear programming
which is contained in the present material, the Editor Shri S. Sankar Sengupta is
responsible.

I have had reports from various quarters that the method has been success-
fully used on medium sized problems. The method depends. however, very much on
the skill of the computor and therefore, is not suitable for automatic computations,
at least not in the form which I have been able to give it so far.

For big problems on electronic computers I put great faith in my multiplex
method. In its original form it was first published in Sankhya. the Indian Journal
of Statistics 1957. Subsequently it has been streamlined and shaped into a form
well suited for automatic computation (Memorandum of 12 September 1958 from
the Institute of Economics at the University of Oslo). It has been very successfully
coded for the Norwegian electronic Mercury computer Frederic by Mr. O.e-Johan
Dabl, research associate at the Norwegian Defence Research Establishment (Report
F-375, March 1959). A flow diagram is included as an appendix. A sufficient
number of problems have been solved on Frederic to verify that the coding works.
The computing time seems to be proportional to 7% or n3-> where 7 is the number
of degrees of freedom.

Work is going on to code the method for the Deuce machine of the Central
Bureau of Statistics, Oslo.

I believe that the multiplex method compares favourably with the simplex
method in the case where there is a moderate number of degrees of freedom (say not
larger than 32) and a large number of equations, and many variables are bounded
upwards as well as downwards and there are structural relations which make many
of the variables nearly linearly dependent.

April 1959 Ragnar Frisch
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PLANNING IN UNDERDEVELOPED ECONOMY

1. CAN PEACEFULNESS AND SPEED BE COMBINED ?

Peaceful planning for national development is the burning question of the
day in a large number of underdeveloped countries in Asia and Africa and it is also
an important issue in many countries of Europe and Latin America.

At the same time, speed is essential in all the underdeveloped countries.

Can these two objectives - peacefulness and speed be combined ¢ The ques-
tion is pertinent because basically the two objectives are antagonistic. They can
be combined, however, on one condition, a condition which is a sine qua non : A
streamlined rational methodology for the planning work must be developed, a metho-
dology that utilizes deep-ploughing scientific procedures not only for the gathering
of technical and statistical data but also for selecting the optimum way in which to
combine the various kinds of development.

Tt can safely be said that the First Five Year Plan of India has been an un-
questionable success in the sense that great -things have been accomplished under
the Plan. However, a constructive question may be raised whether it would not
have been possible to achieve still more or to achieve the same results by means of
a smaller amount of human sufferings if the individual parts of the plan had geared
better into each other,—if more scientific analyses had gone into finding out
which was the best possible combination of specific targets to be found amongst the
virtually infinite number of combinations which were realistically conceivable at
the time when the Plan was worked out.

What is of crucial importauce today is to insist that a definite attempt be

made to assure that the next plan shall come as close to the optimum solution as is

onssible to get with the available statistical and technical information. In order

to do this, it is necessary to apply existing scientific techniques fully. But this must

be done in such a way that the responsible political authorities maintain complete

control over the whole thing at every stage of the work. It is possible to assure
this if the successive phases of the work are arranged in an appropriate way.

2. PLANNING IN REAL TERMS, BUT NOT AD HOC ESTIMATES .

Many orthodox economists have lived so long in an atmosphere of banking,
money and money-cost way of thinking, that they seem to be unable to see that all
these concepts only pertain to a special case of institutional set up. Behind these
symbols there is a world of realities which will persist no matter what sort of econo-
mic institutions man devises. We must begin by planning in terms of these real
things. Of course, the monetary aspects of the problem do come in; but they form
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PLANNING FOR INDIA

only a system of tools which we may find convenient to use in implementing the plan.
We have considerable freedom of choice in shaping and reshaping this system of
tools, but we have very little freedom with respect to these physical means. Tt is,
therefore, in the physical systems that the essence of the problem lies.

Scientific planning means coordinating everything in one simultaneous (and |
integrated) piece of analysis and doing it on some optimum basis. It is solving the
whole nexus as one simultaneous problem where everything determines everything
else, much in the same way as all the unknowns in a system of equations determine |
each other simultaneously.

This is the only way in which the existing physical possibilities can be fully
utilized with optimum speed.

This means that not only are all sorts of demand effectively balanced against
one another, but the quantitative ratios between these demands (and more generally,
the quantitative ratios between any of the projects) are determined in an optimum
manner, i.e., in that particular way which permits us to fulfil the desired ends most
effectively. For instance, there will be one particular ratio between the rates of
expansion in the producer goods and consumer goods industries, and again one parti-
cular ratio between the rates of expansion in the heavy and light producer goods
industries and particular ratio between the rates of expansion of individual indus-
tries in these categories which are such that if this particular set of ratios is chosen
we shall be able to realize the desired ends more closely than by choosing any other
set of ratios of expansion. It is the optimal determination of these ratios that'
constitutes the essence of scientific as distinguished from guess-work planning.

3. Lo@IicAL STEPS IN FORMULATING THE PLAN

3A.  Statement of desired ends

The first phase of any reasoned economic plan is to state explicitely what
one wants to obtain.

But it is equally important to emphasize that to plan an economic develop-
ment is not simply to write out a list of things we like : More rice, more cotton and
wool, more cement and machine tools, etc. To take action on the basis of such a
list may lead to enormous losses because the list may be lacking in inner consistency
or may lead to unexpected results which may force us to make last minute improvised
changes. In this manner we would learn it the hard way, by trial and error.

To do real planning means to foresece as far as possible all repercussions, to
take account of them beforehand in a consistent way and amongst alternative courses
of action to choose that one which comes nearest to realizing what we really want.
It may, for instance, well be thateverything taken into account, this optimal solution
does not include the use of tractors in Indian agriculture in the first years to come
although even a layman will understand that a tractor is generally a good thing in
agriculture. How far to expand the sectors A, B, C,... etc., must in general be a
matter of compromise. And this compromise should not be made by an a prior: guess
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PLANNING IN UNDERDEVELOPED ECONOMY

at how far and how rapidly the expansion in these sectors should be for best total
results, but by formulating certain requirements of a very gemeral sort, and then

leave it to the analytical machinery to find a solution that satisfies simultaneously ‘
these various requirements and at the same time tells us how far and how rapidly
to expand sectors A, B, C,...etc., in order to comply with the requirements formulated.

For instance, we may formulate the requirements in some such terms as
these :

1) In no single year in the planning period should consumption decrease.
In the course of the first 10 years it should increase by at least 7 per cent, in the
course of the next 10 years by 15 per cent.

2) Unemployment, open or disguised, as measured by some statistical indica-
tor, should never increase. And it should never reach a level higher than such and
such a figure.

3B. Specifying the list of activilies

The preparatory work for planning in a democratic society will consist in
making up a list of possible activities. The inclusion of any activity in this list does
not mean that one has as yet made any commitment to make this activity a part
of the final plan. And still less is any commitment made regarding the level at which
this activity might be operated under the final plan. This list of contemplated acti-
vities should be looked upon as a list of alfernatives. The meaning of this can be best
explained by some illustrations. For each specific development project, the view-
point should not be that we first estimate how large the effective demand for this
sort, of product will be and then work out the detailed capacity-plans accordingly.
To proceed in such a way is really not to be planning, but to start by a specific sort
of guessing and subsequently computing the details that correspond to the overall
guess adopted. The list should contain not only such conspicuous and much-talked-
about labour saving and capital intensive projects as modern steel production, alumi-
nium production, heavy fertiliser production, etc. Also a number of labour intensive
activities should be included such as road building, slum clearing, minor irrigations,
construction of open air schools, handloom weaving, etc. Only by including a suffi-
ciently large spectrum of such activities will it be possible at a later stage to find
optimal solutions that can really satisfy the desired conditions on employment in
a transition period.

It is, of course, not enough to have a list of the possibilities. To actually
incorporate an activity in the analysis it must be technically described.

As one goes further and increases the list of projects considered, there is, how-
ever, another aspect of the problem that comes more and more into the foreground
and ends by becoming an overwhelmingly important part of the whole nexus: as
the list of projects increases it becomes more and more impossible by mere common
sense to follow the innumerable ways in which the various things mutually depend
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PLANNING FOR INDIA

on each other and influence each other. In particular it becomes impossible by mere
common sense to find out what the total effects will be on employment, consumption
and the balance of payment situation. '

There exists, however, a well-worked-out technique for laying bare all these
repercussions and for doing it in way which gives automatic checks, much in the
same way as automatic checks are furnished by the double entry book-keeping system
in an individual enterprise. The planning chart is the formal frame around which this
technique centres. The chart is an expansion and generalisation of the now classical
inter-industry table.

The planning chart may be applied for various purposes. One is to accumu-
late technical coefficients that describe the established production methods in che
various sectors and also new projects that have been proposed. Another is to balance
the final plan out in rupees.

For the production sectors this balancing is important because it will check
that the economy can proceed in 2 harmonized way with no single sector as & bottle-
neck.

TFor consumer demand the balancing is even more important. If political
and social unrest is to be avoided, the development of consumer goods and producer
goods industries must be harmonized with each other in such a way that effective
consumer demand can be satisfied. In checking this one must take account not
only of the technical relations within the production sectors but also of the way in
which changing levels of production in the production sectors change the flow of
purchasing power going to the consumers, thereby affecting consumer demand in a
specific way which depends on the nature of the price, wage, taXx, subsidy policies
that are followed and on the behaviour of the consumers. The planning chart is ¢
framework where information about these relations is organized and collected.

3C. Determining the optimum combination of targets

When the desired ends have been formulated by the appropriate political
organs, and the list of contemplated activities—that is of alternatives of production—
have been fixed through the work of the technical and economic experts—finally
passed on by the political organs—an entirely different aspect of the problem emerges,
namely how to find which particular combination of the rates of development of the
various activities that should be chosen in order to realize the desired ends to the
highest possible degree.

To find this optimum combination of targets is a work which in its character
is entirely different from that involved in the other phases of the planning.

Indeed, the number of possible combinations is virtually infinite and it would
be a hopeless task to proceed by trial and error. For each combination that could
be tested in this way there would be hundreds or thousands of other combinations
that still remained untested. <



PLANNING IN UNDERDEVELOPED ECONOMY

Fortunately the field of scientific analysis which has now come to be known
as operational analysis—to a large extent based on what is called linear programming
—provides us with tools by which this search for an optimum solution can proceed

in an orderly and systematic fashion.

The work involves very large computations. When a large capacity electro-
nic computer becomes available in the Indian Statistical Institute or in some other
Indian institutions, these problems can be handled with comparative ease. For the
time being it will be necessary to use more man.power and more machine-power of
the classical punched card sort. In any case the necessary man-power and machine- '
power is available so that the problems can be handled.

To get an idea of how sensitive the solution is to the inaccuracy of the data
the calculations can be carried through on slightly different set of data and the results

compared.

In view of the special character of this work it must be organized in a special
unit. It is imperative that its administrative affiliation is so organized that the
unit can have the closest possible connection with the centre where the relevant

scientific technique is being cultivated.

3D. Some typical problems

Some typical problems which can be solved by the approach outlined earlier
are indicated below.

Type I question. If an additional investment of a given size is made n
any of the following 22 production sectors :

1. Primary products :
1. Agriculture
2. Animal husbandry, fishery and forestry
3. Mining

B. Large-scale manufactures :

4. Metal and engineering

Chemicals

Building materials and wood manufacture
Fuel oil and power

Food, drink and tobacco

Textile and textile products

© % N > >

10. Ceramics and glass
11. Leather and rubber
12. Paper and printing

)




PLANNING FOR INDIA
C. Small-scale manufactures :

13. Textile and textile products

14. Metal

15. Food, drink and tobacco

16. Building materials and wood manufacture

17. Miscellaneous

D. Others :

18. Railways and communication
19. Trade and other transport
20. Banks, insurance, professions
21. Construction

22. House property

what will be the probable effects on any of the basic magnitudes that characterize
the economy, provided the following assumptions are made :

(a) The input coefficients for materials produced in domestic sectors and the
labour input and import input coefficients (all expressed as percentages of the total
production in the sector in question) are not appreciably affected by the additional
investment considered.

(b) The taxes levied on the various sectors remain constant in relation to the
total output of the sectors and similarly taxes on households remain constant in
relation to the income of the households. Similar assumption is made for the gross
savings within the various production sectors and within the households.

(¢c) The proportions in which kouseholds current use of goods and services is dis-
tributed, over the domestic production sectors and over imports, are not appreciably
effected by the additional investment considered.

(d) Similar assumption as in (c) is made for government use of goods and
services on current account, and

(e) For the proportion in which exports are distributed over the various
production sectors.

Type 11 question. If the pattern of investment—that is to say the propor-
tions in which gross investment is distributed over the sectors, remains constant,
how will all the basic magnitudes that characterize the economy most likely be affected
by a given increase or decrease in fotal gross savings ?

Other assumptions are the same as specified under (I).

6




PLANNING IN UNDERDEVELOPED ECONOMY

Type III question. If the pattern of investment—that is to say the propor-
tions in which gross investment is distributed over the sectors—remains constant,
how will all the basic magnitudes that characterize the economy most likely be
affected by a given increase or decrease in total exports ? Or in total factor income ?
Or in total govermment expenditure ?

Other assumptions are the same as specified under (I).

However the analysis is shaped, a fairly exhaustive list of assumptions must
always be made explicity for the analysis to have a satisfactory standard of clearness
and precision. It is easy to produce simplicity of exposition by not facing the assump-
tions, but such a procedure is not conducive to the clearness and precision which is
needed in discussing numerical conclusions pertaining to the ecnomy as a whole.

4. A MODEL OF BALANCED EXPANSION

1. The meaning of balanced expansion

Some fundamental factors which must claim attention under a policy of ex-
pansion in an underdeveloped country are: The capacities in the various production
sectors as determined by the capital outfit of the sectors, the need for investment in
these sectors in order to cover the depreciation on the capital outfit and to expand
the capacities, the maturity lags for the investments in the various sectors, i.e., the
length of time that will elapse between the moment when the actual investment input
is made and the moment when the corresponding capital goods are ready to function
as factors of production (this lag is very different for different types of investment);
finally and most important of all the employment in the various sectors, and the pro-
duction of consumer goods.

These various factors are connected in a great number of ways which must
be clarified and taken account of if the development is to proceed in an orderly and
balanced fashion.

Two conditions are essential in order that we shall be able to say that the
development proceeds in a balanced way:

In the first place, the capacity in each sector must at any time be neither too
large nor too smallbut just in harmony with the total production which is needed from
this sector at that time. This total production will be used for three purposes: (a)
input in other sectors, that is cross-deliveries on current account, (b) tnvestment in other
sectors in order to maintain in the future years the exact capacity balance in these
other sectors, and (c) consumption goods delivered on current account to cover final
demand. TFor simplicity we shall disregard exports and imports. It would not be

difficult to include these items, but the formula would become a little unwieldy.
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PLANNING FOR INDIA

In the second place, the labour force attached to each sector should at any
time be neither too large nor too small but just in harmony with the total production
needed from this sector at that time.

These conditions of balance express an ideal which will of course never be
reached completely in practice, but it is well to keep in mind that in point of principle
these conditions must be fulfilled if we.are to characterize the development as

“balanced’’.

Tt is entirely impossible to carry through an analysis of these complicated
relations by a verbal argument alone. We must base the reasoning on a mathematical

theory.

2. Derwation of the condstions

We shall make certain assumptions. They may not cover all the variety of
details that could be found by a meticulous investigation of the economy but they
do give all the essentials needed in a first approach.

We use the following notations

i=1,2..orj=12.. 0r E=1,2... 0or h=1,2.. are used to denote sectors.

Xt — cross-deliveries from sector i to sector j on current account in year t. The
“year’” may be a time period of conventional length. It is convenient to
choose it in such a way, (for instance, six months or a quarter) that all the
the maturity lags can be indicated by integer numbers.

(¢ = consumption goods on current account delivered from sector ¢ in year ¢
J; = investment goods delivered from sector i to sector j in year ¢

Jt = 3,J¢4 = total of investment goods delivered from sector 1 in yeart i.
J = L, Ji; = total of investment goods delivered to sector j in year ¢

Xt = 3, X44CH-Jt = total production, ie., total level of activity in sector ¢
in year ¢, (l)'
Xt = 4;X! .. (2)

where the cross-delivery coefficient 4;; is assumed to be a constant, independent of ¢,
and also independent of the magnitude of X.

Inserting (2) into (1) we get
Yi(e;— Ay X = Ci+JL. for all 2 - .. (3)

J
where
1ifi=j
e; = unit numbers = e (4)
: 0if ¢ #£3

8



PLANNING IN UNDERDEVELOPED ECONOMY

The formula (3) express a system of linear equations, equal in number to the number
of sectors. Solving it for the levels of activity X4, X%... we get

Xt = Ej a,(Ct+J¢) for all ¢ . (B)

where matrix a; = inverse of matrix (e;—4;). ... (6)

By (5) the total levels of activities X%, X4 ... are expressed in terms of the final deli-
veries (“‘the bill of goods”) from the various sectors, that is (C{+J¢). Inversely by
(3) the final deliveries are expressed in terms of the total levels of activities.

For policy making purposes the investment items classified by receiving
sectors, i.e., the magnitudes J% are even more important than the investment items
classified by delivering sectors, i.e., the magnitudes J¢. To bring J into the formulae
we introduce the investment coefficients B;; defined by

Ji = By; JY for all ¢ and j. e ()

The coefficients B;; have a similar meaning as the cross-delivery coefficients 4;, the

B;; indicate how large a fraction of the investment in sector j will have to come

from sector 7. We assume the B;; to be constants.

From (7) follows

Jt = 2, By, J4 for all & e (8)
which can also be written

JL = Zplepn — 25 Ay €)Y, for all k. » T (9)
Introducing (8) into (5) §Ve get

Xt= Zpa,; Ci+Zicy T4 for all ¢ (10)
where

C;j = 2y ay, By; for all 7 and j. ... (11)

We assume that the capacity K%, when fully used, stands in a certain propor-
tion to the total production in sector A, that is

K = b, X4 for all A e (12)

where the b, are constants.
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We also assume that the depreciation DY, stands in a certain proportion to the
total poduction in sector 4, that is

Dt = d,X for all A~ .. (13)
where the d, are constants.

" Finally we assume that the labour re'quirement N, stands in a certain propor-
tion to the total production in sector &, that is

N, =n, X} for all .o (14)
where the =, are constants.

The way in which the capacity in any sector evolves over time is given by
Ki=Ki1  gi-s—t _ pt-1 for all & .. (18)

where s, is the maturity lag in sector A.

Note the way in which the time affixes are used. The time affix on the stock
concept K indicates the exact point of time to which the stock is associated and the
time affix ¢ on a flow concept, i.e., a current account concept, indicates that the flow
concept in question measures what has happened between the points of time ¢ and ¢+ 1.

Equation (15) shows how the capacity at time ¢ is determined by what
happened before t, while equation (12) shows how the capacity at time ¢ determines
what will happen after ¢. This follows from the assumption about a balanced
.development.

From (12) and (14) follows

Kt — % for all h. .. (16)
o
And from (13) and (14) follows
‘Dh = ;‘Nh fOI‘ a:].l h. cee (17)
- y
Inserting (16) and (17) into (15) we get
: Ity =00 Ntrai b di e, forallh. .. (18)
ny, 7y,

10
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PLANNING IN UNDERDEVELOPED ECONOMY

This is a remarkable formula. It shows that if the population growth curves
are given, and if one decides to maintain certain given proportions of the working
population in the various sectors, then there is no more room for policy decisions about
wnvestment. 1f the development goes on in a balanced fashion, the total investment
which has to'be made in any year is uniquely determined. It depends on some of the
technical coefficients in a well defined way as given by (18). If this is not followed
there must sooner or later develop unemployment of men and/or capital capacity,
or labour will have to be moved rapidly so as to produce a population distribution
over the sectors different from the one originally envisaged.

The cross-delivery coefficients do not enter the formula (18), nor do they come
in when we ask how the total levels of activities depend on the distribution of the
working population. But they do come in when we ask the all important question
of the consumer goods production that will follow from a given distribution of the
working population under a balanced development.

. This consumer goods production can be computed in different ways. The
simplest is perhaps to use the expression

N _s 4N
CL= — — jAkj“—Zh By, J, for all k. .. (19)

nk n] - )
The first term in the right member of (19) expresses the total production in sector
k in year t, the second represents all cross-deliveries on current account from sector
k in year ¢, the last term being expressed by means of the investment items classified
by receiving sectors. These items themselves are given in terms of the distribution
of the working population by (18).

Instead of the matrix B, in (19) we can also, if we like, use

By, = cy—2 Ay, ¢ forall kand h. ... (20)

The latter expression is more complicated to use if we start from scratch, but it may
be advantageous if certain intermediate results are already available, ¢, having
perhaps been estimated independently. The formula (20) may also be used as a
check on the numerical work.

3. The conditions in relation to operational planning

The above argument has a special application in formulating the preference
function in an operational planning problem.

First suppose that the preference function is tentatively taken in the form
J= 16u+t4vt+w ) v ... (21)

where u = millions of new jobs created annually, v = annual rate of investment,
and w = net annual increase in India’s net foreign assets (hquld or. non-hquld) ex-
pressed as a percentage of the national income. :

11




PLANNING FOR INDIA

In a situation where unemployment exists and immobility of labour
and other practical and humanitarian reasons prevent a rapid redistribution of the
population over the production sectors, one will have to be satisfied with a gradual
evolution towards a solution giving balanced development. For such a transition
period the preference function! (21) expresses some of the considerations to make.
If the analysis is made by including simultaneously a number of years, the optimal
solution based on this preference function will have gone a long way towards solving
explicitly the investment policy problem. But it is practically impossible to include
so many years as to cover the complete transition to a balanced development. There-
fore it may be indicated to add to the preference function still one more term that
would express the ideal investment activity as given by (18). One may, for instance,
consider a term expressing an aggregation of the ratios of actual investment achieved
in the various sectors to those expressed by (18), where the distribution of the working
population is taken according to some pattern which for social and humanitarian
reasons is accepted as desirable?®.

How much emphasis should be put on this term, that is to say, how large a
weight it should have as compared to the other weights would have to be decided by
the top level political authorities.

1 For a fuller treatment of the preference function, see section 7, p. 56.
2 Or a compromise made between this population pattern and a desired consumption pattern.
Such a compromise would involve the eross-delivery coefficients as is seen from (19).

12



ORGANIZATION OF INFORMATION AND THE
MATHEMATICAL METHOD

1. THE PROGRAMMING MATRIX

The usual input-output analysis gives fundamental and indispensable data
for the programming work. But the input-output table itself does not give us all
that is needed. In realistic planning a number of other things must be taken account
of. In particular it is necessary to take explicit account of the capacity limita-
tions due to restricted fixed capital in the various sectors. To insert a certain
“bill of goods” in the usual input-output equations and to figure out the levels of acti-
vities in the various sectors, does not give a concrete solution, but only a hypothetical
solution, namely the solution that would emerge if there were no capacity limitations.
There are also other important limitations which must be taken account of and which
forms a fundamental part of the problem in an expanding economy like India :
limitation on the available amount of foreign capital, for instance. We also have
to focus attention on the optimal determination of the ratios between the expansion
of producer goods and consumer goods industries and other ratios. And we must
consider the monetary and fiscal aspects of planning in order not to run into an un-

controlled inflation.

What is needed is a framework that can include all these various factors in
one compact and complete exposition which is built up logically in such a way that
we know exactly where to find any given relevant figure and where we can read off
immediately the relation between any figure and the others. Experience has shown
that in programming work very much depends on such an effective and logical way
of arranging the figures. The programming matrix is a tool for obtaining this. An
illustrative chart of this type for India is appended at the end of the section.

In the production sectors of the programming chart a distinction must be
made between established enterprises and contemplated enterprises. For the former
the levels of activity cannot be changed as easily as they can be for the latter. In
programming terms : An extra set of linear inequalities will have to be imposed
for the established enterprises.

For programming purposes it is probably best to have all established enter-
prises placed in a first main part of the programming chart (which will then have
very much in common with a usual inter-industry table), and the contemplated
enterprises placed as a second part of the programming chart. This means that the
nomenclature for the production sectors in the production chart will have to be—
partly or wholly—reproduced twice in the’enumeration of the rows of the table.

For machine computation work the items will have to be put on punched
cards so that the concepts of “row’ as distinguished from “column” do not have
any strict meaning. In the explanation for the principles involved it is, however,
a help to think in terms or “rows” and “‘columns’” as exhibited in the accompanying
draft of the chart.

13
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PLANNING FOR INDIA

When the data are organized in the progran'lming matrix, the specific equa-
tions and inequalities that will enter into the operational analysis problem (linear
programming) will have to be worked out through which the Plan-frame will emerge.

It might not be feasible to attack the problem at once in the complete form
given by the programming matrix. One may start by aggregating the programming
matrix more or less heavily and solve the operational analysis problem in the reduced
size which thus emerges. In a next step more details can then be included. In
any case it is essential to have a programming matrix that can describe the problem

in its real complexity.

2. THE DOUBLE GRADIENT METHOD : AN INTRODUCTION*

The problem of Linear Programming is the problem of solving a system
of equations z; = b;+ % by, (j = n+1, ..., nt+m), subject to the conditions that
k=1

(a) z; > 0, (b) some function of the form f(x,, %, ..., z,) shall be maximum. The
system, together with the condition (a) generates a convex set. This convex set
defines the admissible region, and the function f is known as the preference function.
In most practical instances, this function can be written as f = p;&,-+p%e+ ... + 2,2,
The weights p, are called price-coefficients. The price coefficient p; attached to the
basis variable z; denotes the change in the value of the preference function as one
x, is slightly altered while other z’s are held constant. (Each concrete problem
will have a special operational identification of these price coefficients.) The z; are
called basis variables, and the z; are called dependent variables. It should be clearly
understood that an optimum solution is a set of z; (¢ = 1, 2, ..., n+m) which remains
within the admissible region defined by the condition (a), and fulfil (b) along with
the given system of equations. It is equally fruitful to remember that one does
not know which variables are to be proper basis and which the proper dependent
variables, i.e., basis and dependent variables respectively in the optimum situation.
In fact, it is the object of any method of solution to proceed step by step, to locate
the proper basis (and, hence, proper dependent) variables. The classical simplex
method elaborated by Dantzig and the Double Gradient method of Professor Frisch
both purport to hit at these proper variables. The scope of the present note forbids
any reference to the comparative merits of these two methods and, therefore, we
proceed to state precisely what the Double Gradient method is.

Suppose that we assign two sets of magnitudes for the z;, viz., z9, xl.

Then, the difference in the values of the preference function at f and z} is given by

fi—f® = X pyxl—29) which reduces to T p,z, when all the af = 0. This shows
& )

that if all the price coefficients are negative we cannot choose any set of non-nega-
tive zl that can make f1—f® > 0. That is to say, at the point where f attains its
maximum, the price coefficients of z; (k c basis set) shall be < 0.

* by editor, S. Sankar Sengupta.
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ORGANIZATION OF INFORMATION AND THE MATHEMATICAL METHOD

This argument implies that in the optimum we have to have certain
coefficients linearly connecting the proper dependent variables with the proper basis
variables, such that the proper prices, p; and p; < 0. In particular, these proper
prices are for the proper dependent and proper basis variables respectively.

(V]

1.2, ... n.

A4,B, ...

p; = X pbi', j =, f, ... of the dependent set.
k=4,B,.."

Pr=Prt Z pibii = pp— = Pibjns h
k=A4,B,... . j=a.B,... k

0l

To pick up the A and J is to solve the problem of linear programming which is to deter-
mine which of the n-}-m variables will be proper basis and. hence, zero in the opti-
mum and which will be the proper dependent and, therefore, positive non-zero. The
essence of the Double Gradient method lies precisely in furnishing an algorithm for
determining the proper basis and dependent vairables.

As we make a move away from the starting point, (i.e., the point defined
by the initial values of x; obtained from any concrete problem) towards the point
where f is maximum, we come up against three sorts of difficulties:

(A) In making such a move, the directions of normals make sudden jumps
at the corners of the polyhedron;
(B) One does not know if the move is within the prescribed bounds ; and
(C) One does not know if the value of f is increasing (or, at the worst, not
diminishing).
To tackle with the first problem, Professor Frisch devises his logarithmic
potential function in the free variables z; ..., 2.
ntm et

V(xla ey xn) = Z lOg xj: (OI‘: Z pj lOg xj):
j=1 Jj=1

continuous for x; > 0, (i.e., away from the boundary and towards the interior of the

polyhedron).
To deal with the second and the third difficulties, Professor Frisch considers
the gradient components V, = o and the price vectors respectively. In fact,
;.

these two issues are but conflicting desiderata and. therefore. some compromise has
to be struck. This is done by taking the projection
7
PtV v = _pl%i ipvzl ’
of the price vector on the tangent-plane to the equipotential surface through, say, the
initial point. This idea is further refined by insisting that the move shall be confined
within the plane ‘ ’

di = w(pp+vV)+(1—w)p,,

unfolded by the vectors p,+vV, and p,. Taking —oo < w < 400, one obtains
d; = pi+#V;, where u is a multiple of w. This 4 can be interpreted as a magnitude

17
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PLANNING FOR INDIA

indicating the average projection of the price vector on the tangent-plane to the equi-
potential surface through the initial point.

A journey from one point to another in the space of the basis variables
has, then, the components z, = %;-+Ad; and corresponding to these, we shall have

v} = x;++Ad; = x;+A 1:51 budy = PV, (V= Z by Vy)-

When a move is made with direction-components d; = py-+pV; and is defined by
) = @3-+ Ady. the magnitude of the preference function changes by f'—f = A(Zp}
4 pEp Vi) = AZp(pp+ V). Weare free to choose that value of # which will make

(1) the line x; = x,+Ad, pass through the admissible region and

(2) the move to continue until f attains its maximum.

The first of these two considerations implies that A shall be made as large
as possible, provided that z;-+Ad; 2> 0 for all j. This again involves a restriction,

A %, for those j for which d; < 0. The optimal value of A, say, A, is given by

z z; % >0
Min - _ = Min 3

i o—d 5 oAV puV, <0
‘ x; >0
i PRV p;+nV; > 0.
To deal with the second consideration, let us write
Fef= 1| - | Zpi+pZpeVs |
énd substitute for A,, We thus obtain

! e, >0
Max 2itAVi 7
j T puV; < 0; ZpitpZpV >0

F -
W) = s | |

ppV; > 0; Tpi+pZpVi < 0.
This expression stands for the largest increase in f attainable when we choose a u

for determining the direction of movement and like to make sure that all the x; which
were positive in the initial point do not become negative.

The next step consists in observing how the F(u) changes with x. This is
done in the so-called Boundary-line Diagram drawn with thelines y;,= %l + o % x;>0,
) 3
where 4, 1s the separation point of the two domains
SpituSp Vi < 0, Spi+uZp V>0  (or, A <0, A>0).

18
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This value of x,, given by 0 = Zp}-+-p,Zp,V,, is chosen for the reason that by choos-
ing u so as to make 0 = Zp2-+uZp,V, we cannot improve the value of f. Consider,
now, any two consecutive joints defined by the interesction of two of these lines. Let
M1, e, be the values of y at these joints andlet oy = | y,|, @y = | y, | be the corres-
ponding absolute values of the ordinates at these joints; also write K =_~——:‘L2—'—Zl.
- e M1

Now, differentiating F(x) w.r.t u, we obtain

d . KZp, V a
du F) =—SgnEpi+uip,Vs) m {7{ —(/h-/%)} -

Since this expression retains constant sign throughout the interval, u; < # < sy,
therefore, in our search for Min. F(g) it will suffice to restrict attention to the joints
determined by the intersections of these lines. The optimum value of x4, say u,,,, is
given by the minimum joint where F(u) is minimum, ie. f'—f is maximum.

t
Professor Frisch makes this rest upon the convexity of the function, Max I_Z)J—_I_LV’;
j i

x;

Da P8

With the determination of Hopt = %‘f—x—;(a and f being the suffixes for
VB e
g Lo

the variables defining the minimum joint) we come to know at least two variables
that must be proper variables (basis or dependent, as the case may be). Just as we
ascertain ., we can also ascertain the corresponding y,, which is nothing but
Ll m particular, we now suspect that probably some more variables (besides the

opt )
two by which the minimum joint was defined) might be given the status of proper

variables. This suspicion is not unfounded because the function F(u) is, in practice,
not continuous, so that other variables too may compete with the two in defining
the p,,. The final step in the search for proper dependent and proper basis variables
lies in looking out for some measure of the degree of relative optimality,

V.

£+ﬂop£h7

Ty =1— Vi 1% %
yopt yopt

Those j for which this magnitude will be nearer zero are expected to be proper vari-
ables (dependent or basis, as the case may be).

19
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3. A SEQUENCE OF CALCULATIONS FOR DETERMINING AN OPTIMAL PLAN-FRAME
BY MEANS OF LINEAR PROGRAMMING

The place which an optimally determined plan-frame holds in a complete
national planning system, is described earlier. In the memorandum “Principles of
Linear Programming” of 18 October 1954 from the University Institute of Economics,
Oslo, are described various tools that can be used for solving different types of linear
programming problems. References in the following are to the formulae in this
‘work.

Until extensive experimental computations have been made it is not possible
to say for certain which of the various linear programming tools will prove to be
the most advantageous ones to use on the type of data which one will confront in
Indian national planning. A certain estimate can, however, be made. On the basis of
present knowledge of the type of data one will most likely encounter, and of the nature
of the linear programming tools referred to, I shall make a suggestion of what I believe
will be the most advantageous sequence of calculations. This suggestion will apply
equally to the case where the work is to be done on desk machines, multiplying punches
or small or medium sized electronic computors.

The following suggestion is based on the assumption that the successive
rounds of the Double Gradient method used without freedom truncations, do not turn
out to require such a rapidly increasing number of digits that an approach without
freedom turncations becomes impracticable. If this assumption holds, it ought
to be possible to carry the work to final éompletion, including the final test for opti-
mality, without making any inversions of the order of magnitude of the number of
degrees of freedom in the system. Only one way solutions of this order will be
necessary. '

This is computationally extremely important, particularly, if the system
of coefficients contains many zeros—which it seems safe to assume that it will in the
data one is likely to encounter in national planning work. Indeed, in this case the
most labour saving method fora one way solution (or even for an inversion if it should
be necessary) is, as far as my experience goes, the one indicated in (16.1)* to (16.12).
Here the forward solution involves only multiplications and no divisions. In the
back solution there will come in one division for each variable. If the system of
coefficients contains many zeros, the number of multiplications and divisions for a
complete one way solution by the method will be of the order of », when n is the
number of unknowns. If the data are put on punch cards, it is easy to sort out the
cards that do not lead to any multiplications, so that one can profit fully by the fact
that there are many zeros. '

For a straight forward application of, say, the Gaussiany method of solution,
described in (17.1) to (17.23) the number of multiplications and divisions involved

* These references relate to formulae given in the Principles of Linear Programming by the author.
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in a one way solution is in principle of the order of n , and there does not seem to
be any easy way of profiting by the great number of zeros in the original matrix.
Since the back solution will in any case consist in the solution of a triangular system,
regardless of which method is used for the forward solution, the back solution will
involve a number of multiplications and divisions which is of the order »® for an
inversion and n2 for a one way solution. For an inversion we will, therefore, always
have to face a work of the order n3 even though we use the method (16.1) to (16.12)
for the forward solution. For that part of the work which consists in the forward
solution the saving by (16.1) to (16.12) will always exist, even in an inversion, but
it is only in the case of a one way solution (or a solution with a small number of right
members) that the method (16.1) to (16.12) is capable of changing the picture funda-
mentally.

1. Bringing the equations over into a basis form

This should be done by the method of (3.1) to (3.8). A real effort must be
made to get through by the simple procedures suggested in that section. If that
is not possible, one faces an inversion of the order of the number of degrees of freedom,
and this would increase enormously the magnitude of the task.

As basis variables should be selected a set of variables which we guess will
be an optimum set, i.e., a set of variables that are all zero in the optimum point,
and can be used as a basis.

11. Eliminating redundant bounds

This should be done immediately after the equations have been brought
over into a basis form. The method to be used is indicated in (5.1) to (5.8).

1I1. How to get into the admissible region

If a point in the admissible region, i.e., a point where all variables are non-
negative, cannot be found by a simple inspection of the figures (as, for instance, in
the case where all the constant terms in the expressions are non-negative or even
positive), the method of (6g.4) to (6g.33) should be used, starting from an arbitrary
initial point where the variables may have any signs.

To use the method (6g.4) to (6g.33) one must first chose a set of direction

numbers dy(k=1,2...n) for the basis variables, and from these compute all the d;

(j=1.2,...(n+m) ) by d; :El by dy-

If one is prepared to spend in each round the computational cost involved
in a one way solution, one should determine the d, by (6e.1). In this case it does
not matter whether the initial point contains variables that are zero.

If one wants to avoid the work involved in a one way solution for each round,

one may determine the d; for any round by (IIL.1)

dp= % by (k = 12,...m) ... (II1.1)
3l=<0
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where the «; (j=1,2,...,(n+m) ) are the values of the variables in the initial point
of the round. In the formula k may be the affix of any of the basis variables and
the summation over j runs through all the values (j=1,2,...,(n+m) ) for which «; is
effectively negative. This formula is developed heuristically on the assumption
that the initial point only contains variables that are effectively different from zero
(positive or negative). While the formula, as it stands may formally be applied to
any case, it would be well to confine its use to the case where the initial point does
not contain any variable that is zero.

Tt is to be expected that one round using (II1.1) will be much less effective
than one round using (6e.1). Whether this is more than compensated by the expe-
diency of determining d; by (IIL.1) instead of by a one way solution, will depend
on the circumstances. One may perhaps start by using (I11.1) and revert to (6e.1)
if the convergence by (IIL.1) turns out to be too slow.

Whatever method is used, it will be an advantage to move to a point in the
snterior of the admissible region, that is, to a point where all the variables are effectively
positive, not zero. The subsequent application of the Double Gradient method will
then be simpler. '

IV. One round of the double gradient method starting from a point in the interior of
the admissible region

The computational steps in one round of the Double Gradient method is ex-
plained in (13.1)—(13.32), and the use of the boundary line diagram in the case where
there is no side condition on g is explained in (12.29)—(12.33) and (12.41).

The explanations in (13.1)—(13.32) are given so as to cover the general case
where one or more of the variables may be zero in the initial point from which the Double
Gradient method is applied. In this general case the explanations must necessarily
be more complicated than in the case where all the variables are effectively positive
in the initial point. Since this latter case will be the usual one in practice—it is indeed
possible and may be advisable to go through the whole work in this way —it will be
useful to give a version of the explanations of (13.1)—(13.32) in a reduced form where
one makes use of the assumption that all the variables are effectively positive in the
initial point. The following is such a reduced explanation.

A table of the basis coefficients by (3 =1,2... (n+m); k=0,1...n) is
supposed to be given with the row sums

b,. = Z b, g=12.. (n4-m)) ... (IV.1)
3
and the column sums
o+m nim, . . NN
b, = 2 by b= Z by (k=0,1,2..n) ... (Iv.2)
je=1 j=n1
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A single dot is by convention used to denote a summation either over the basis
variables as in (IV.1) or over the dependent variables as in the expression to the right
in (IV.2). A double dot is used to denote a summation over all the variables.

Table (IV.4) indicates the form of the main work sheet to be used for one
round of the Double Gradient method when the work is done on desk machines
(calculators supplemented by listing-adding machines).

In the first cell in the bottom appendixis indicated the value of the preference
function in the initial point. This value is useful amongst others as an indication of
which point we are working with. This initial value of the preference function is
copied from a previous work sheet, or it is computed from the definition of the prefer-
encé function.

The values of the variables zi(j = 1,2 ... (n+4m)) for the initial point are re-
corded in column (1). All these values z; are supposed to be effectively positive. The
first » of them —supposed given— are sufficient to define the point. The following
m of them are—if they are not easily available from previous computing—
computed by (3.6) and listed in the lower part of column (1). They are checked by the
zero test

bt ki boy—z. = O. . (IV.3)
=1

This check should be applied even in the case where the figures in column
(1) are simply copied from some other work sheet. It is essential that these basic
data for the following work are verified beyond doubt.

TABLE (IV.4). MAIN WORK SHEET FOR ONE ROUND BY THE DOUBLE GRADIENT METHOD
WHEN ALL THE VARIABLES ARE EFFECTIVELY POSITIVE IN THE INITIAL

POINT
(0) (1) (2) (3) (4) (5) (6) (7) (8)
initial . 1 . v o _ ankin
v V; ; ] Py 1—- Y% r g
point zj ’ P xj x5 Yopt order
x] r
Jj=1
2
) n
n-t+1
n+2
n+m
8
apg_en- Finit P M o HOPPIOT  pop Yopt Sopt
1X
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The reciprocal figures p}- are computed, listed in column (2) and checked by
I

| ngnxj (41): ntm. - ... (IV.5)

j=1 x{,

Next the basis gradient components V. (k = 1,2 ... n) are computed by
(12.5), each of them being simply the product-sum of the figures in column (2) by bj;.
The V, (k = 1, 2 ... n) are listed in the upper part of column (3). They are checked
by

1 ntm .
Vit Voot V= | TR SRR N S .. (IV.6)

1 Xy x, j=nt+1 &y

The V, for j = n+41, n+2...n+m are computed by (12.15) are checked by

Viiat Vasat oot Vo = = bV .. IV

The prices p,(k = 1, 2...n) associated with the basis variables are also supposed
to be given. If they are not already easily available on some other sheet, they are
listed in the upper part of column (4). The prices p, for j = n-+1, n+42...n+m are
computed by (12.17) and checked by

Punrt Prsat TP = = by . (IV.8)

14
The ratios x—k for £ = 1, 2...n, are computed, entered in the upper part of

% :
column (5), and checked by

% 2 (Kk) Vi VbtV .. (IV.9)

k_—_l xk

V.
The ratios ?’ for j = n+1 n+2... n+m are computed, entered in the lower

part of column (5) and checked by

nt+m R .
5 x(K)= Vst Visat oo Vo ... (IV.10)

j=n+1 .’Ej

For subsequent checking purposes one may also compute the complete column

)=

j=1

sum

(TV.11)

S =

and list it in the bottom line of table (IV.4).
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The ratios 2% for k = 1, 2...n are computed, listed in the upper part of the
Z '
column (4), and checked by

p) xk(.ﬁ—‘“) — pytpyt... .. (IV.12)

k=1 &

The ratios Pi. for j = n+1,n+2...n+m are computed and checked by

%

ntm X
% xj (&) = p7t+1+pn+2+"'+pn+m‘ (IV13)

j=n4+1 x;

For subsequent checking purposes one also computes the column sum

n+
PP . (IV.14)
x =1 X; .

J
and lists this sum in the bottom line of table (IV.4).

If the operator has confidence in his ability to work correctly, he may cut
short the checks (IV.9)—(V.9)—(IV.10) and (IV.12)—(IV.13) by first forming on a

listing-adding machine the sums (Ii’ + I-/’) for each j =1, 2...(n+m) and then
v X
check that
nty n
3 g (221 4 ,V,a) — % by (Pt Vo) ... (IV.15)
=1\ x; k=1

If the number of variables—basis or dependent-—is very great, it may be
necessary to split the checks up into parts by introducing subtotals for different
groups of the variables. The test principles for such groups are exactly the same as
those expressed above.

When the figures in the body of the table (IV.4) are computed and checked
as described above, the first coefficients in the appendix below the table are computed.
P and M are computed by (12.18) and (12.19) respectively and s, is computed- by
(12.20). A round approximation to x,, say, with one or two digits only, is also com-
puted and entered as p, approx. '

All the data for performing an optimal movement from the initial point are
now collected. This work proceeds as follows.

We want to draw the straight lines (12.30). For any such line we need the
ordinate of two points.
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One of the ordinates may be taken as the ordinate for 4 = 0. This ordinate

is simply P5 . The other we take at ne?F". To do this we compute for all j = 1,
.
2

2, ...,(n-+m) the ordinates

Y, = Py yuwes Vi .. (IV.18)
d x

7 x]
For each j = 1, 2...(n+m) we draw in a (y, #) diagram the straight line whose

ordinate for x = 0 is P4, (read off from column (6) of the main sheet) and whose ordi-
j

nate for u = ug?* is (IV.16) (read off from the adding machine tape). Each

line is drawn as one continuous line over both parts of the diagrams, i.e., to the left

of uy as well as to the right of #,. Immediately after a straight line is drawn, it is

marked with the number j. The marking is done before one proceeds to drawing the

next line, .. (IV.17)

Occasionally one might for better orientation need to compute also the
abscissa of the point where the line intersects the y-axis. This point is given by

D

xr, D,
py = — = - ... (IV.18)
] I,/J V/

x

By means of the straight lines thus drawn, we first determine graphically the
value x,,. The method used is that of (12.41).

\ When the value u,, has been determined approximately by the graphical
method just described, the value is computed exactly and with a number of digits
sufficiently large to utilize all the accuracy carried in the preceeding steps. The
formula to be used is

J2R
xr ) s

Vot = I; .. (IV.19)
z, =,

where j = r and j =s are the affixes of the two straight lines that give the optimum
point in fig. (12.31), or any two of the lines that pass through this point if there are
more than two. There must always be at least two. In the case of a horizontal opti-
mum segment the optimum point is conventionally taken as the end-point of this seg-
‘ment that comes nearest to #o- The case of horizontal optimum segment is an initial
case in this connection because the optimum in fig. (12.31) cannot be horizontal unless
it coincides with a part of the p-axis which means that the value of the preference

function can be rendered arbitrarily great. '
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In fig. (12.31) a vertical straight line should be drawn for the abscissa p'=
lop determined by (IV.19). The intersection point between this vertical and the
broken boundary line of fig. (12.31) will determine the ordinate y,, which by defi-
nition is the ordinate of the two straightlines, nos. r and s, that intersect in this point.
(Compare (IV.23).) Looked upon from the view point of the admissible region as a whole
this ordinate characterizes the breaking out point, that is to say the point where we
hit the boundary when we move in a direction given by ;. - The value ¥, is the
negative of the inverse of the value A, in (12.12) that gives the largest possible in-
crease in the preference function which is compatible with the condition that d shall
. be of the form (12.16) (where x is a parameter to be disposed of) and the point
reached shall belong to the admissible region; i.e., we have ;

eont __
N = J . ... {Iv.20)

Indeed the optimal A considered is determined by the formula for one or any number
of the variables that become zero in the breaking out point. We have (at least) z,
= z, = 0 where r and s have the same meaning as in (IV.19). By (12.12) this gives

z,+ Aopz(pr—{_ﬂopt Vr) =0
(IV.21)

xs+ Aopt(ps +.uopt Vs) =0

where z, > 0 and z, > 0. Except for the trival case A,, =0 (which would mean
no movement at all away from the initial point) (IV.21) is equivalent with

1 PetbonVs _ _PittonVs . (IV.22)
Aap! xr s

Since any of the two expressions to the right in (IV.22) is equal to —¥,y, that is.

— PittonVr _ Pt lonVs .. (IV.23)

x, Z,

yopt

we have (IV.19).
Once the affixes r and s are determined from the graph, the value y,,, should
be computed from (IV.23) with as high an accuracy as the data will permit.
Next we compute
, V;
yj = %—*—/I’ort -

J Z;

'(j =1, 2... (n+m)). ... (Iv.12)

If only a ranking order of the variables is wanted for making a guess about which one
of them will most likely be zero in the optimal point, (IV.24) need only be computed
for those values of j for which the ordinate y; of the intersection point of the boundary
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line j with the vertical through u = g,,, are the largest in absolute values and of
the same sign as y,,. These values of j are the only ones that can compete for high
. ranking order.

In most cases it is, however, wanted not only to determine a ranking order for
the variables of highest priority but it is wanted to compute the complete set of values
x;(j = 1, 2 ... (n+m))in the new point, and then it is most convenient to do it by means
of all the y;, We have indeed.

x;:x.(l—_yL) (j=1,2, ... (n1-m)). ... (IV.25)

yo;;t

In the main work sheet (IV.4) the multipliers to be used in (IV.25) are listed
in column 7. '

An ordinal number r is entered in the last column of table (IV.4) in the
work sheet to indicate the ranking order. The variables that turned out to be zero
in the new point, are given the ordinal number 0 and the others a ranking number
according to the value of y,.

In the new point x; the value f’ of the preference function is equal to

f=f— Pt ... (IV.29)
yopt

this new value f' = f,, is entered as the last item in the bottom appendix to the main
work sheet.

V. What to do after a round of the double gradient method

The course to follow after a round of the Double Gradient method is to some
extent a matter of subjective judgement.

The most radical step is to start from the top of the ranking order and proceed
downwards the exact number of places to get a number of variables equal to the number
of degrees of freedom, and such that these variables form a basis set, i.e., a set
such that when the values of these variables are fixed, all the other variables are
uniquely determined. Having done that, we might guess that this set of variables is
an optimum set, that is to say, is such that when these variables are put equal to zero
we get a value of the preference function which cannot be exceeded in any point in
the admissible region or on its boundary. To test whether the set of variables
considered is actually an optimum set, one has to apply the optimality test described
in section VI below. (A test which only involves two one way solutions and no
inversions.) Such a procedure may in certain cases be completely successful,
leading in one step to the final solution. An example of such a happy situation
is given in (13.49). '
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In other cases the structure of the problem may be more difficult and several
rounds of the Double Gradient method may be needed. A first idea would then be
simply to recede a little from the point where one hits the boundary when using
the Double Gradient method (following the straight line from the initial point) and
then take the point thus obtained as a new starting point for the Double Gradient
method. Experience has shown, however, that this does not lead to a practical solution
because the convergence is too slow. An entirely different procedure must be used.

We must try to change as much as possible the locality from which we make
a shoot by the Double Gradient method.

There are several ways feasible. One is to determine the tentative optimum
point. This is the point where the = first ranking variables that form a basis set,
(i.e., determines the point uniquely) are equal to zero. This involves a one way solu-
tion. The work to be done in this connecton is at the same time part of the work
that has to be done if we want to test for optimality. We can, therefore, play on
two possibilities: If the tentative optimum point turns out to fall outside the admi-
ssible region, we can proceed as described in section VII below and thus reach a new
initial point for the Double Gradient method, and if the tentative optimum point falls
on the boundary of the admissible region, we can proceed to test for optimality (pos-
sibly after one round of the inward method as explained in section VIII). The test-
ing for optimality will involve another one way solution. By following such a procedure
in the example (13.49)* we will be led straight to the optimum point, and no part of
the computations will have been wasted.

If we do not want to spend the cost of a one way solution involved in the
method of the tentative optimum, we can instead use the inward method described
in section VIII below. From a point obtained by one round of the inward method
we can again start with the Double Gradient method.

If we can continue in this way, using between each round of the Double Gra-
dient method either the method of tentative optimum or the inward method,
or a combination, without having to use too great a number of decimal places, we
ought to approach the optimum point at a speed roughly of the order indicated
in (13.37).

If the above procedures do not lead to a satisfactory result, one will have to use
freedom truncations as described in (13.33)—(13.53). Each freedom truncation neces-
sitates an inversion, but this inversion is only of the order of the number of variables
truncated or, rather, something like half of this because in general some of the vari-
ables to be truncated will be in the basis set, and the truncation of such variables
does not involve any computational cost. If truncations are made in stages

n . .
we can very roughly assume that at each stage 57 variables are truncated which

* (13.49) contains a typographical error; the figure 8 shall be omitted so that the list contains
exactly 15 figures. (The variable no. 8 actually becomes zero in the optimum point but it does not come

within the first 15 ranking places.)




PLANNING FOR INDIA

. . n \3 . . .
give a computational cost of the order (2—1—7) for the inversion, so that a total inver-

. 3 1
sion work of the order T(%,) —.:772( g )3, will be involved. Apart from the factor

1 .. n \2 . .
3 this can be written <7> n. If T increases with n, the cost item here considered

will not be excessive, but we must also reckon Wwith the other parts of the work involved
and this will in general increase with 7. In any case freedom truncations will involve
an additional amount of thinking.

VI. Testing for optimality

In “Principles of linear programming” different ways to approach the problem
of testing a given point for optimality are discussed. The differences between these
approaches are only formal. When it comes to the actual computations, the methods

are practically the same. I shall here only discuss what is essential from the compu-
tational viewpoint.

Consider a set of n variables such that there is nothing in the structural equa-
tions that prevents these variables from being zero simultaneously and further such
that when these n variables are arbitrarily given all the other variables are determined
uniquely.

Such a selected set of » variables is, by definition, an optemum set if and only
if the point obtained by putting these n variables equal to zero, is a point such that
there are no other points in the admissible region (or on its boundary) that can
produce a higher value of the preference function.

One method of testing whether the point considered is an optimal one, is to
express the preference function as a linear function of the n variables that are suspected
to form an optimum set, and to test whether the n ‘prices” that then appear, that is
to say the n coefficients of the variables in the linear expression obtained for the pre-
ference function, are all non-positive. Furthermore it must be verified (if it has not
been done previously) that the point obtained by putting the = selected variables
equal to zero, actually belongs to the admissible region (its boundary), that is to say
gives non-negative values for all the variables. These conditions form a set of

conditions that are necessary and sufficient for the n variables considered to be an
optimum set. '

If all the prices obtained are effectively negative, the optimum is unique,
that is to say, any other point than the one obtained by putting the n variables consi-
dered equal to zero, must give an effectively smaller value of the preference function.
If N of the » prices are zero, the optinium is a linear manifold of a dimensionality
N. Thisis seen from the fact that by changing any of the N variables we do not change
the value of the preference functions. The condition that these N variables must
only be changed in such a way that the point obtained remains in the admissible
region, does not take out any of the N degrees of freedom (except in extreme cases).
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If the preference function was a]réady previously expressed in terms of the
n variables that are suspected of forming an optimum set, and all the other variables
were also expressed in terms of these n variables, the problem is simple. We then
simply have to read off the prices appearing in the linear function that expresses the
preference function and also read off the constant terms in the expressions for all
the other variables. The condition is then that all these prices shall be non-positive
and all the constant terms referred to shall be non-negative.

If one or more of the n variables, which we suspect of forming an optimum
set, were not previously used as basis variables to express the preference function and
all the other variables, some computation will be necessary to test whether these n
variables really form an optimum set.

We will first discuss the case where we know already from previous computa-
tions that the point considered—where all of the n suspected variables are zero—
belongs to the admissible region.

Let numbers r, s, ... ¢t be those of the variables in the suspected set, that
were not amongst the original basis variables. There will then be an equal number of
variables, let it be numbers, 4, B ... C, that belong to the original basis set but
not to the set which we suspect of forming an optimum set. Indeed, both sets
contain exactly n variables. '

The prices p,(k = A4,B...C) that appear in the original expression for the pre-
ference function are supposed to be known.

This being so, consider the linear system

. % tp;bjk:pk (k=4,B...0) ’ ... (VL)
G=r8. ..

where the b;; are the coefficients of the original equations. (Compare (3.1), as exempli-
fied in (3.4)).

This is a linear system in the magnitudes pj(j = r.s ... £). To solve it we
only have to perform a one way solution. In view of the special nature which can
be foreseen for the matrix b;, the best method to use for this one way solution is pro-
bably (16.1)—(16.12).

A first condition that must be fulfilled in order that the set of variables consi-
dered shall be an optimum set, is that all the prices pj (j = r,s ... {) determined by
VI.1) are non-positive. '

If this condition is not fulfilled, there is no use to go any further, because we
then know that the set of » variables which we suspected of forming an optimum set,
can not in fact be such a set. Possibly there may be only one or two variables which
we have guessed incorrectly. but at any rate the set in its totality cannot be correct.

If this first criterion ¢s fulfilled, we proceed to compute the new prices of the
other variables in the new basis set, that isthe new prices of those variables that were
not taken out of the old basis set. We have to test that these prices also are non-
positive. This is done by the last formula in (4.20).
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In this formula we use the new prices p; (j = 7, s ... t) that were just computed.

If not all these new prices p, are non-positive, there is no use to go any further,
but if all of them are non-positive, we can conclude that the point considered is an
optimum point, provided we know already that it belongs to the admissible region
(its boundary).

If this is not known— in the case where all the p, turned out non-positive
so that it is worthwhile to proceed further—we check it in the following way.

The values Z(k = 4, B ... C) of those of the old basis variables that do
not belong to the suspected optimum set are, at the point considred, the same as the
values of the constant terms by, which we would get if we computed the expresss-
sions for these variables in terms of the new basis set (which contains the variables
r,s...t, but not A, B... C). These values are determined by the system of

equations

Ic=A§... bibro = — bjo (j =7, s...t). ... (VL3)
To solve (VI.3) we only have to perform a one way solution, and in view of the nature
of the matrix by, which we can foresee, it is again the method (16.1)-(16.12) that will
probably be the most advantageous.

When the values #, = by, (k = AB...C) are determined, we have the values
of all the n old basis variables in the point where all the n suspected variables are zero.
For numbers 4.B...C these values are given by b4, b5 -.. b, and all the other of the
old basis variables are 0 in the point considered. Therefore, from the old expressions
of all the variables in terms of the old basis variables, we can, without computing any
other of the new coefficients b; verify whether all the varibles are non-negative in the

point now considered. We simply use the formula
2, = bt S buby (g=1,2... (ntm). except the affixes in the ... (VI.4)
k=4,B....

(suspected optimum set).

If all the z, determined in this way turn out to be non-negative, we can con-
clude that the point considered is actually an optimum point. But if one or more
of them turn out to be effectively negative, the point is not an optimum point.

If we are at a point on the boundary where the n variables that could form a
basis set are equal to zero we can proceed directly to test for optimality by the above
method of (VI.1). But we can also proceed a little differently: We can first use one
round of the inward method described in section VIIL. If such a round increases the
value of the preference function, we know that the original point was not an optimum
point and we have at the same time proceeded further. On the other hand the fact
that the inward method does not succeed in increasing the preference function is not
in itself a proof that the point is optimal. The only safe verification of an optimum
is through the prices as explained above.
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VII. The method of the tentative optimum

The method of the tentative optimum consists in guessing at a certain optimum
set, and then computing the con